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Abstract

Research on the exchange bias (EB) phenomenon has witnessed a flurry of activity during recent years, which stems
from its use in magnetic sensors and as stabilizers in magnetic reading heads. EB was discovered in 1956 but it attracted

only limited attention until these applications, closely related to giant magnetoresistance, were developed during the last
decade. In this review, I initially give a short introduction, listing the most salient experimental results and what is
required from an EB theory. Next, I indicate some of the obstacles in the road towards a satisfactory understanding

of the phenomenon. The main body of the text reviews and critically discusses the activity that has flourished, mainly
during the last 5 years, in the theoretical front. Finally, an evaluation of the progress made, and a critical assessment
as to where we stand nowadays along the road to a satisfactory theory, is presented. r 2001 Elsevier Science B.V. All

rights reserved.
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1. Introduction

A complete theoretical understanding of the
exchange bias (EB) phenomenon has posed a
formidable challenge to condensed matter theor-
ists for over four decades. The challenge emanates
from several sources: the intrinsic interest of EB,
the many supplementary physical phenomena that
are involved and the important technological
applications that have been developed recently.
EB was discovered almost half a century ago, by
Meiklejohn and Bean [1], and its characteristic

signature is the shift of the center of magnetic
hysteresis loop from its normal position at H ¼ 0
to HEa0: It occurs in a large variety of systems [2]
which are composed by an antiferromagnet (AF)
that is in atomic contact with a ferromagnet (F) if
the sample is grown, or after the system is cooled,
below the respective N!eeel and Curie temperatures
TN and TC; in an external cooling field Hcf :
Examples of the type of systems where EB has
been observed are clusters or small particles, F
films deposited on single crystal or polycrystalline
AFs and F/AF thin films bilayers, and spin glasses.
A comprehensive review, which emphasizes ex-
perimental results and provides an up-to-date list
of relevant publications, was recently published by
Nogu!ees and Schuller [2]. While I will not ignore
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experimental observations, I refer the interested
reader to Ref. [2] for extensive and detailed
information. Other reviews have also been pub-
lished, which discuss both theory and experiment,
by Berkowitz and Takano [3] and very recently a
paper by Stamps [4] includes novel results.
Defining the direction of the cooling field Hcf

as positive, in general the EB shift is towards
negative fields, i.e. HEo0; however, recently,
Nogu!ees et al. [5] found that samples exposed to
large cooling fields (HcfB1T) can exhibit positive
EB, i.e. HE > 0:
Several supplementary remarkable features are

associated with EB, in addition to the symmetry
breaking related to the appearance of the unidirec-
tional anisotropy that brings about HEa0: Among
them is the existence of a blocking temperature TB
above which EB vanishes. While usually TBETN
(e.g. F slabs grown on the (1 1 1) face of NiO [6])
TB can be considerably lower than the N!eeel
temperature (e.g. AFs obtained through oxidation
of permalloy [7,8]). Another remarkable feature of
EB is the training effect, i.e. the dependence of HE

on the number of measurements n; with the value
of HE decreasing as n increases [7–9], which
constitutes a hint that the interface actually is in
metastable equilibrium. More recently, an impor-
tant additional feature was discovered: the mem-
ory effect, which consists of the fact that the
system keeps a memory of the temperature at
which it was field-cooled [10–15]. The latter is
closely related to the freezing of the AF magnetic
structure reported by Ball et al. [15]. Still, another
characteristic associated with many EB systems,
observed when ToTB and which appears to have
a magnetic origin [16,17], is a large increase of the
coercivity.
As emphasized in the comprehensive review by

Nogu!ees and Schuller [2], the EB phenomenon has
recently received renewed attention due to its
important technological applications. However,
and in spite of this renewed interest, a full
understanding of EB has not yet emerged. In this
review, I briefly mention some of the major
experimental results that have been obtained over
the years, but my attention is focused on the
present status of the theoretical understanding of
the phenomenon. The dynamic pace with which

the field has developed, especially during the last 5
years, precludes me from mentioning every rele-
vant contribution that has been accomplished
recently; I can only ask the unjustly ignored
authors for their indulgence.
Historically, the phenomenon was first observed

in fine Co particles covered by CoO [1]; this case
forms a part of the family of systems of small
particles coated by their native oxide (like Ni/NiO
[18] and Fe=Fe3O4 [19]) or by their nitride (like
Co/CoN [20] and Fe=Fe2N [21,23]). However, I
will concentrate on the most widely studied group,
namely EB materials in the form of thin film
bilayers. There are several reasons for this
preference: (i) experimentally these systems allow
the best possible control and characterization of
the interface [2,22,23]; (ii) most of the actual
devices based on EB properties are fabricated in
this form [24–26]; and, (iii) these systems are the
most convenient to carry out the investigation of
specific properties, such as the role of interface
structure [27], interface magnetic coupling direc-
tion [28–30], cooling field intensity dependence
[5,31], EB enhancement [22], coercivity enhance-
ment [16,17], and the deviations from inversion
symmetry of the hysteresis loop [32], among
others. All the preceding items are relevant when
trying to develop a proper theoretical description
and understanding of EB.
An additional relevant characteristic of the

interface is best defined at this stage: the important
distinction between compensated and uncompen-
sated AF interface layers. In the former, the net
total magnetic moment of the AF interface layer
vanishes, since the vector addition of the spins that
belong to each of the two AF magnetic sublattices,
pointing in opposite directions, cancels out. Con-
versely, in an uncompensated AF magnetic face all
spins point in the same direction and the layer has
a net magnetic moment. These definitions become
quite relevant when I examine the early theories
that were put forward to describe the interface
properties of an F/AF system.
It is now appropriate to formulate precisely

what I mean by a proper theoretical description
and understanding of EB. The list of requirements
that I define below certainly is neither unique nor
all one could wish for, but constitutes the minimal
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knowledge a theorist would like to have for oneself
and to supply an experimentalist with. However,
this minimum is still far in the horizon of
accomplished achievements. My restricted list
reads as follows: (1) first and foremost, to set
down a mechanism, free of ad hoc assumptions on
the interface structure, that yields the genuine
reason for unidirectional anisotropy; (2) to derive
values for the magnitude of the exchange aniso-
tropy field HE and the coercivity Hc; as functions
of the temperature T and the cooling field Hcf ; (3)
to understand why compensated interfaces yield
values of HE larger, or at least as large, as un-
compensated interfaces; (4) to understand the
highly nontrivial relation between interface rough-
ness and EB; (5) to explain the memory effect and
how it is related to the blocking temperature; (6) to
explain the training effect; and, (7) to understand
the origin of the inversion asymmetry that is often
observed in the shape of the shifted hysteresis
loop.
This review is organized as follows: after this

Introduction, in Section 2, I describe the main
obstacle, that is, the knowledge of the interface
atomic and magnetic structure. Next, in Section 3,
I describe and classify a set of different theoretical
approaches that have been put forward. Finally, in
Section 4, an evaluation of the present state of
affairs is given and conclusions are drawn.

2. Interface structure: a hard nut to crack

The most relevant unknown element in the
development of a satisfactory understanding, and
thus of a comprehensive theory of EB, are the
unknown features of the interface structure. On
the one hand, the systems which exhibit EB are
many and varied [2]: thin films, single crystal AF
with metallic coating, polycrystalline and amor-
phous ferromagnets in contact with ordered and
disordered AF oxides and salts. On the other
hand, the interface, even in the most ordered case
of two single crystals in close contact, can have
large lattice parameter mismatches, strains and
defects. In addition, the magnetic structure in the
vicinity of the interface is not necessarily identical
to the bulk magnetic ordering [33].

However, most generally, the exact atomic
arrangement in the vicinity of the interface is
either unknown or, at best, only quite uncertain.
Both crystallographic and magnetic relaxation and
reconstruction might develop at both sides of the
interface and, to complicate matters even further,
these features are very rarely amenable to precise
experimental probing [34].
The above obstacles are compounded by the

complexity of the magnetic structure, with many
equivalent easy axes directions that are often
present. All in all this implies significant difficulties
when trying to formulate a sound theory.
However, if one persists in trying to achieve
progress in developing a healthy theory of the
EB phenomenon, it is necessary to assume or
postulate a definite single crystal and magnetic
interface structure, which quite certainly will
not be completely accurate nor will it incorporate
all the subtle intricacies of even the simplest
systems [34].
Thus, it comes as no surprise that practically all

the theories which have been put forward [35–50]
at some point make a crucial assumption about the
interface crystallographic and magnetic structure.
For the time being, I will put aside the issue of the
spatial atomic rearrangements (reconstruction) in
the vicinity of the interface and concentrate my
interest on the magnetic configuration of that
region. Apart from the trivial collinear interfacial
magnetic structure shown in Fig. 1 there are many
alternative structures, two of which are illustrated
in Fig. 2. They will prove relevant to analyze the
latest EB theoretical models.

Fig. 1. Magnetically collinear interface configuration. (a) Fer-

romagnetic coupling across the interface: JF=AF > 0; and (b) AF
coupling: JF=AFo0:
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3. Theoretical models

In classifying and describing the attempts to
develop a proper EB theory, after a brief outline of
earlier models, I will focus attention on relatively
recent work (publications after 1995). Earlier

models have in common the assumption of ground
state collinear magnetic structures on the F and
AF sides of the interface. However, the actual
interface structure is much richer and quite
complex, as was briefly described and discussed
in Section 2. At this point, and to help the reader
with a schematic outline of the present status of
EB theories, I provide a sketchy route map of what
will be explained below. Table 1 focuses on the
main characteristics and results of the various
models that have been put forward.
Inspection of the ‘‘route map’’ immediately

points out an important feature: all the reviewed
theories are based on simple models, mainly
the Ising and Heisenberg Hamiltonians. However,
how well these models describe actual interfaces,
in particular the metallic ones, is a debatable
issue which was recently tested, using first

Fig. 2. Two examples of possible noncollinear interface config-

urations.

Table 1

Theory Main features Interface magnetic structure Main result

Early work [51] Coherent F and AF

magnetization rotation

Uncompensated AF interface

layer, ~mmF8~mmAF ð~mm: bulk
magnetization)

HE much larger than

observed experimentally

N!eeel’s model [35,36] Continuum approximation Uncompensated AF interface

layer; ~mmF8~mmAF
Domain wall in the AF,

requires large width

of the F slab

Early random interface

models [38–40]

Random defects create

random fields

Uncompensated AF interface

layer, ~mmF8~mmAF
Reasonable HE values

which depend on defect

concentration

AF domain wall models [37] F interface coupling;

thin F film

Uncompensated AF interface

layer, ~mmF8~mmAF
Reasonable HE values

Orthogonal F and AF

magnetization model [41]

Canting of the AF interface

spins

Compensated AF interface

layer, ~mmF>~mmAF

Realistic interface magnetic

structure

Generalized random interface

models [42,43,49,50]

Rough interface; dipolar

interaction is incorporated

AF interface compensated on

average, ~mmF>~mmAF and ~mmF8~mmAF
are investigated

Reasonable HE values;

finite coercivity, dependent on

interface defect concentration

Frozen interface model

[45–47]

Spin glass like AF canted

interface layer

Compensated AF interface;

~mmF>~mmAF

Reasonable HE values; one

adjustable parameter

Local pinning field variation

[44]

Full domain magnetization

as basic element

Fluctuating easy axis directions of

interface domains

Reasonable values of HE;
finite coercivity, several

adjustable parameters

M. Kiwi / Journal of Magnetism and Magnetic Materials 234 (2001) 584–595 587



principles spin-density total energy methods, by
Kurz et al. [52].
While most of the theories that fit into one of

the categories defined in the ‘‘route map’’ are
incompatible with those classified in the rest of the
categories, the significant influence of N!eeel’s
contribution [35,36] on all works subsequent to
his is quite apparent. In his analysis he analytically
implemented the continuum approximation with
several additional assumptions, but many of the
later papers, even those which based their calcula-
tions on discrete treatments took, with more or
less care as to their applicability, his results for
granted. Another important and interesting mile-
stone is the work by Koon [41], which pointed out
the importance of relative orthogonal directions of
the F and AF magnetizations; while the model by
itself does not yield EB it strongly influenced later
works [42–50].
I now proceed to explore and analyze in detail

the theories roughly classified in the ‘‘route map’’.

3.1. Early work

The first attempt to develop an intuitive model
for EB seems to be due to Meiklejohn [51]. He
assumed coherent rotation of the magnetizations F
and the AF, and wrote for e; the energy per unit
interface area, the following expression:

e ¼ �HMFtF cosðy� bÞ þ KFtF sin
2ðbÞ

þ KAFtAF sin
2ðaÞ � JF=AF cosðb� aÞ ; ð3:1Þ

where H is the applied magnetic field, MF the F
saturation magnetization, tf ðtAFÞ the thickness of
the F (AF) slab, KF ðKAFÞ the bulk anisotropy of
the F (AF) and JF=AF the interfacial exchange
constant. The angles are defined as follows: a is the
angle formed by ~MMAF and the AF anisotropy axis,
b is the angle formed by ~MMF and the F anisotropy
axis and y is the angle between ~HH and the F
anisotropy axis. Neglecting the F anisotropy,
which in general is considerably smaller than
KAF; and minimizing with respect to a and b;
the hysteresis loop shift that Meiklejohn [51]
obtained is

HE ¼
JF=AF

a2MFtF
; ð3:2Þ

where a is the lattice parameter. The order of
magnitude of HE that results depends on the
unknown parameter JF=AF; a feature common to
all of the theoretical models developed in the EB
context. Assuming that, JFXJF=AFXJAF the re-
sulting value for HE is orders of magnitude larger
than that of the experimentally observed one [51].
This overestimate is a feature shared by many of
the earlier models [35,51].
It is interesting to point out that, if one adopts

these earlier models as a guide for an intuitive
picture, one is to expect: (i) negative exchange bias
(HEo0); (ii) the uncompensated interfaces that
should display the largest magnitudes of jHEj; and
(iii) the roughness of a compensated interface
which should increase jHEj: Even a cursory
inspection of the experimental results [2] shows
that none of these expectations is fulfilled.

3.2. The ground breaking contribution of N !eeel

Ten years after the discovery of EB, N!eeel [35]
formulated a model that applied to a system which
consists of a weakly anisotropic uncompensated
AF interface layer (see Fig. 1) ferromagnetically
coupled across the interface to an F slab. He
assumed that the magnetization ~mmi of layer i; both
in the F and in the AF, is uniform within the layer
and parallel to the interface. Adopting the lattice
parameter ¼ 1 as the unit of length, the condition
for ~mmi to be in equilibrium is

JS2 ½sin 12ðyiþ1 � yiÞ þ sin 12ðyi�1 � yiÞ�

� 2K sin yi ¼ 0 ; ð3:3Þ

where 1
2yi is the angle between ~mmi and the easy

magnetization axis, and J and K were defined by
Eq. (3.1). In the continuum approximation, the
above set of difference equations becomes the
following differential equation:

JS2
d2y
di2

� 4K sin y ¼ 0 : ð3:4Þ

Solving the above equation for specific values of
J and K ; with the assumption of uniaxial
anisotropy, N!eeel was able to derive the magnetiza-
tion profile. Under appropriate conditions, do-
mains develop both in the F and in the AF, but the
continuum approximation requires a minimum
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width of the F and AF slabs to be valid; for
example, a ferromagnetic iron slab in excess of
1000 (AA is needed. Thus, while the N!eeel model is an
important milestone, its application to the better
characterized and well-controlled thin film EB
systems developed recently is quite restricted and
has to be implemented with due caution.

3.3. Early random interface model

Twenty years after N!eeel’s publication Malozem-
off [38], in 1987, proposed a model of exchange
anisotropy based on the assumption of rough
F/AF compensated and uncompensated interfaces,
as illustrated in Fig. 3. Random interface rough-
ness gives rise to a random magnetic field that acts
on the interface spins, yielding unidirectional
anisotropy. The latter causes the asymmetric offset
of the hysteresis loop. This way it is possible to
reconcile the experimental data with theory,
reducing by two orders of magnitude the over-
estimate derived using Eq. (3.2). The expression
given in Ref. [38], for the shift HE of the hysteresis
loop, is

HE ¼
2

MFtF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JAFKAF

a

r
; ð3:5Þ

where I use the same notation as in Eq. (3.2). The
reduction factor of the original estimate (ignoring
the differences between the various exchange and
anisotropy constants) is 2a=

ffiffiffiffiffiffiffiffiffiffiffiffi
J=aK

p
; which corre-

sponds to the ratio of twice the lattice parameter a
divided by the F domain wall [53] width dw; since
dwB

ffiffiffiffiffiffiffiffiffiffiffiffi
J=aK

p
: The role played by the ratio a=dw

underscores the fact that the characteristic length
scale of this problem is dw: A refinement of the
above ideas, put forward in the same paper [38],
reduces the ratio still further by allowing the
formation of AF domain walls in the vicinity of
the interface (the estimate for dw is assumed to
hold both for the F and AF).
In spite of its success in obtaining a reasonable

estimate for HE; this model has a severe drawback:
it crucially depends on a defect concentration at
the interface which is not consistent with experi-
ments, as will be discussed in detail further in this
review. However, it was recently reexamined and
extended by Schulthess and Butler [42,43], as
mentioned below in Section 3.6.

3.4. AF domain wall models

Shortly after Malozemoff’s proposal an alter-
native suggestion was advanced by Mauri et al.
[37] (while usually referred as ‘‘the Mauri model’’,
it is coauthored by Mauri, Siegmann, Bagus and
Kay). The main assumptions made are: (i) F
interface coupling across a perfect flat interface;
(ii) parallel magnetization of the F and AF
sublattices in the absence of an external field; (iii)
an F slab thickness tF much smaller than the F
domain wall width; and (iv) a domain wall (DW)
that develops inside the AF, which has the effect of
imposing an upper limit on the exchange coupling
energy, such that it reaches significantly smaller
values than those given by Eq. (3.2). Assumptions
(i), (ii) and (iv) are debatable; first, AF interface
coupling is not only possible but most likely in
several cases. In fact, Nogu!ees et al. [54] have
experimentally confirmed that AF interface cou-
pling is necessary to observe positive exchange
bias. Moreover, it does not provide clues to
understand how compensated interfaces can yield
values of HE as large as, or even larger than,
uncompensated ones [2]. Furthermore, in the
magnetic ground state configuration, the F mag-
netic moments are orthogonal to the bulk AF easy
axis (as pointed out by Koon [41] and confirmed
experimentally by Moran et al. [28] and Ijiri et al.

Fig. 3. AF rough interface with frustrated interactions marked

by full dots. The dashed line marks the boundary between the F

and the AF.
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[29]). Finally, for a DW to develop in the AF, the
anisotropy constant KAF has to be quite small;
otherwise it is energetically favorable for the DW
to form in the F side, as inferred experimentally in
Refs. [15,32,55–58] and argued theoretically in
Refs. [45–47].

3.5. Orthogonal F and AF magnetic lattices

In 1997, Koon [41] tackled the problem of
explaining EB in thin films with compensated
F/AF interfaces by means of a micromagnetic
calculation. His main result was to establish, on
the basis of a Heisenberg model, that the ground
state configuration corresponds to perpendicular
orientation of the bulk F moments relative to the
AF magnetic easy axes direction, as illustrated in
Fig. 4. Moreover, Koon also showed that the
magnetic moments in the AF interface layer
exhibit canting; in fact, the minimum energy is
achieved with the AF spins adopting a relatively
small canting angle (yo101) relative to the AF
bulk easy axis, with a component opposite to the
cooling field direction.
While the work of Koon is relevant in establish-

ing the right interface magnetic structure unfortu-
nately, as properly pointed out by Schulthess and
Butler [42], it fails to yield EB. In other words, the
canted interface magnetic structure by itself is not

sufficient to generate EB, i.e. to produce the
required unidirectional anisotropy and the conse-
quent shifted hysteresis loops with HEa0:

3.6. Random interface field models

Schulthess and Butler [42,43] showed that
Malozemoff’s random interface field and Koon’s
orthogonal magnetic arrangement, rather than
being in conflict, could be combined to provide
an explanation of EB. In their model they added to
the usual exchange, Zeeman and anisotropy
energies, the dipolar interaction term ED

ED ¼
X
iaj

½m-i 	 m
-
j � 3ðm-i 	 #nnijÞðm-j 	 #nnijÞ�

j~RRi � ~RRj j3
; ð3:6Þ

where fmig is the magnetic moment configuration
and #nnij is a unit vector parallel to ~RRi � ~RRj :
Magnetic properties were obtained using a classi-
cal micromagnetic approach [59–61], solving the
Landau–Lifshitz equations of motion, including a
Gilbert–Kelley damping term, in order to attain
stable or metastable equilibrium.
As already mentioned, when the above model is

applied to the Koon orthogonal interface config-
uration, illustrated in Fig. 4, for flat interfaces the
coupling that results does not yield unidirectional
anisotropy, but rather irreversible magnetization
curves with finite coercivity. The irreversibility
appears as a bifurcation in the solution of the
equation of motion. Thus, additional elements are
required to generate exchange bias. Following the
spirit of Malozemoff’s model, in Refs. [42,43]
surface defects were introduced by assuming a
4� 4 2D interface unit cell, with one interfacial F
site occupied by an AF magnetic moment. This
way values of HE; and of the coercivity Hc; of
comparable magnitude to experimental observa-
tion [48] for the CoO/F system (F :Co and
permalloy) are obtained, when exchange and
anisotropy parameters of reasonable magnitude,
and a canting angle of 101; are adopted. Of course
there is a caveat: the model hinges qualitatively on
the assumption of a rough interface, and the
quantitative results depend on the nature and
concentration of the interface defects that are
incorporated.

Fig. 4. Illustration of the perpendicular F and AF magnetic

interface configuration, with spin canting in the first AF layer.
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In this context it is pertinent to stress that the
relation between surface roughness and EB is quite
complex experimentally, and far from being
understood theoretically. Experimentally, Moran
et al. [62] already established in 1995 that interface
disorder increases HE in the permalloy/CoO
system. Very recently Leighton et al. [16] reported
an even more surprising result: that as a function
of interface roughness both the coercivity Hc and
HE can manifest quite unexpected behaviors.
For example, in the Fe=FeF2 system the rougher
the interface the larger the HE; but the opposite
occurs in the very similar Fe=MnF2 system.
Moreover, Fe=MnF2 exhibits large changes of
both HE and Hc; as a function of the cooling
field strength Hcf ; when the interface is smooth,
but hardly a significant variation when it is
rough.
Also Zhang et al. [49] theoretically investigated

the coercivity of EB systems induced by random
fields at the F/AF interface. They incorporated
domain walls on the F side of the interface and
derived the correct order of magnitude and
temperature dependence of the coercivity
(HcpT�3=2). Still another random field model
was investigated by Dimitrov et al. [50], starting
from the assumption of an interface exchange
interaction between F and AF magnetic moments
~mmF and ~mmAF; respectively, given by

e ¼ J1~mmF . ~mmAF þ J2ð~mmF . ~mmAFÞ
2 ; ð3:7Þ

where J1 and J2 are the normal and biquadratic
[63] exchange constants. J1 favors parallel or
antiparallel alignment, while J2 favors orthogonal
(spin flop like) F/AF coupling. Summing over all
the interactions the above expression leads to the
following form for the total energy:

E ¼ C1 þ C2J1 cos yþ C3J2 sin
2 y; ð3:8Þ

where y is the angle formed by the easy axes of
the F and AF and the Ck’s are coefficients
which cannot be calculated without detailed
interface information. Using an educated guess
for the pertinent parameters several qualitatively
correct conclusions were obtained from this
model.

3.7. The frozen interface model

Recently, Kiwi et al. [45–47] put forward an EB
model which applies to a large variety of systems
where the anisotropy of the AF is relatively large,
and thus the energy cost of creating a domain wall
in the AF quite considerable. In particular,
Fe=FeF2 and Fe=MnF2 were adopted as proto-
types, since there is an extensive experimental
information on them, they have precisely char-
acterized interfaces, a rather simple crystal and
interface structure, and large HE values
[2,5,16,27,30]. Attention was focused on the
(1 1 0) compensated AF crystal face, which exhibits
the largest EB. The zero applied field interface spin
configuration is described by the illustrative
cartoon provided as Fig. 4. This spin configuration
is a consequence of the fact that the two
characteristic length scales in the problem (the F
and AF domain wall widths, dFw and dAFw ;
respectively) are very different [44]. While dFew B
100 nm, dAFw amounts to just a few monolayers due
to the large FeF2 anisotropy, which is consistent
with results by Carri

-
co et al. [64].

As in all models an assumption is made: that the
first AF interface layer freezes into the canted spin
configuration it adopts close to TN: Since todFw ;
where t is the thickness of the F slab, a discrete
treatment is in order. Analytically,

H ¼ HAF þHF=AF þHF ; ð3:9Þ

where HAF; HF=AF and HF describe the AF
substrate, interface coupling and the F slab,
respectively. For the single magnetic cell, partially
represented in Fig. 4, these terms can be written as

HAF ¼ � JAF ½S #eeAF 	 ð~SS
ðaÞ

� ~SS
ðbÞ
Þ þ 2~SS

ðaÞ
	 ~SS

ðbÞ
�

� 1
2KAF ½ ð~SS

ðaÞ
	 #eeAFÞ

2 þ ð~SS
ðbÞ

	 #eeAFÞ
2 �

� 1
2mBg ð~SS

ðaÞ
þ ~SS

ðbÞ
Þ 	 ~HH; ð3:10Þ

HF=AF ¼ �JF=AF ð~SS
ðaÞ

þ ~SS
ðbÞ
Þ 	 ~SS1; ð3:11Þ

HF ¼ � 2JF
XN�1

k¼1

~SSk 	 ~SSkþ1 �
XN
k¼1

KF
H2

ð~SSk 	 ~HHÞ2
�

þmBg ~SSk 	 ~HH
�
; ð3:12Þ
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where S ¼ j~SSj and N is the number of F layers. mB
and g denote the Bohr magneton and the Fe
gyromagnetic ratio, respectively, while ~HH is the
external applied magnetic field. Jm denotes the
Heisenberg exchange parameter and Km the uni-
axial anisotropy. In Eq. (3.10), the unit vector #eeAF

defines the AF uniaxial anisotropy direction, ~SS
ðaÞ

and ~SS
ðbÞ
which are canted spin vectors in the AF

interface, belonging to the a- and b-AF sub-
lattices. The vectors ~SSk are the spin vectors of the
kth F layer, with k ¼ 1 that labels the F interface,
1p kpN; where the value N ¼ 65 was adopted
for the total number of F layers. For Fe this
corresponds to tFE13 nm, where tF denotes the
width of the F slab.
Labeling yðaÞ ðyðbÞÞ as the average angle between

~SS
ðaÞ
ð~SS

ðbÞ
Þ and the cooling field ~HHcf and assuming

that yðaÞ ¼ �yðbÞ; the set of nonlinear equations to
be solved for fykg is

h sin yj � ð1� dj;NÞ sinðyjþ1 � yjÞ þ dj;1 k sin y1
þ ð1� dj;1Þ sinðyj � yj�1Þ

þ 2Dsinyjcosyj ¼ 0 ; ð3:13Þ

where di;j is the Kronecker symbol, h ¼
mBgH=2JFo10�3; mB is the Bohr magneton,
D ¼ KF=2JFo10�5; k is the effective interface
coupling, and J and K denote the exchange
and anisotropy parameters, respectively.
This set of equations can be solved using

Camley’s method [65,66] and by simulated anneal-
ing [67]. Both yield the same values of HE which,
using a single adjustable parameter, the interface
coupling constant JF=AF; agree with experiment
[45]. Moreover, the calculations show that
HE p t�1F ; as long as the F thickness tF o dFw :
The energy is reversibly stored in an incomplete
domain wall, or magnetic structure [68], in the F
slab. The magnetic structure of this incomplete
domain wall in the F has a twist smaller than 201;
and is qualitatively compatible with the neutron
scattering experiment results obtained by Ball et al.
[15].
However, the strongest experimental support

for the above picture was obtained by very recent
experiments. Nolting et al. [69] established that the
alignment of the spins in individual F domains
close to the interface is determined, domain by

domain, by the spin direction in the underlying
AF. Even more detailed support is provided by the
scanning electron microscopy imaging experiments
of Matsuyama et al. [70]. They investigated Fe
domains deposited on the fully compensated (0 0 1)
face of NiO and observed that the Fe spin
polarization of each domain is roughly perpendi-
cular to an easy axis of the NiO. Moreover, they
also infer that the NiO interface spins cant in
relation to the Fe spins.
The model by Kiwi et al. also allows for a simple

explanation of positive exchange bias [47], which is
in fairly good agreement with the experiment. The
positive exchange bias problem had been ad-
dressed previously by Hong [71], on the basis of
a spin wave theory put forward by Suhl and
Schuller [72]. In the latter approach [72], the
mechanism that generates EB is, to the best of my
knowledge, the only one that does not introduce
ad hoc assumptions about the interface structure,
since the coupling is a consequence of the emission
and reabsorption, by a ferromagnetic spin, of
virtual AF spin waves across the interface.
According to Hong [71], a strong cooling field
polarizes the AF spins in the opposite direction to
the low field cooled ones, which results in HE > 0:

3.8. Local pinning field variation

Stiles and McMichael [44] adopted a concep-
tually different approach. Rather than focusing
their attention on the interaction of individual
atoms, or magnetic moments, they constructed
their theory using polycrystalline interface AF
grains, with stable magnetic order, as building
blocks. They assume that the interface AF
magnetic grains, which in the absence of the F
slab can order themselves in many different quasi-
degenerate arrangements, choose a particular
stable energy configuration when in contact with
the F. Due to the weakness of the Zeeman term,
this interface magnetic configuration is stable and
retains a ‘‘memory’’ of the initial F direction, i.e.
the direction of the F magnetization when AF
order sets in. Moreover, they suggest that due to
the polycrystalline nature of the system under
scrutiny, even for uncompensated AF interfaces,
there is a substantial compensation of the
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magnetic moments due to the fluctuating easy axis
direction of each individual grain. Thus, in this
model [44], a fraction of uncompensated spins at
the interface drives the unidirectional anisotropy.
The starting point of the calculation is to

consider a single domain AF grain. The energy
of each grain that is coupled to the F is given by

E

Na2
¼
�Jnet
a2

½ #MMFM . #mmð0Þ� þ
Jsf

a2
½ #MMFM . #mmð0Þ�2

þ
1

2
s½1� #mmð0Þ . ð7#uuÞ�; ð3:14Þ

where a is the lattice constant and #MMFM; #mmð0Þ and
7#uu establish the F magnetization, net AF
sublattice magnetization and the two easy uniaxial
anisotropy directions, respectively. Jnet is the
average coupling energy to the net moment of
the AF grain, Jsf is the spin flop energy and s is the
energy of a 1801 domain wall in the AF. Thus,
there is a competition between parallel alignment
described by Jnet and perpendicular, spin flop-like,
alignment induced by Jsf : The formal similarity
between Eqs. (3.14) and (3.7) is quite obvious;
however, it has to be stressed that the latter deals
with single magnetic moments while the former
applies to AF interface grains. Moreover, the
possibility of a domain wall forming in the AF is
additionally incorporated and described by the
term proportional to s:
On the basis of the above outlined model they

calculate the relevant physical properties of the
system, i.e. the magnitude of the unidirectional
anisotropy and the hysteretic effects that induce
coercivity, as well as the consequences for field
rotational torque and ferromagnetic resonance
measurements. This is done for a variety of
parameter values, both ignoring and including
spin flop-like coupling.
While a satisfactory description is thus achieved,

several assumptions have to be made, in addition
to those outlined above in relation to the justifica-
tion of Eq. (3.14). To lock the interface spin
configuration, partial domain walls are required
to wind up in the AF. Moreover, it is postulated
that for some AF grains a critical winding angle
exists which, if exceeded, leads to instability of the
AF order. This way the AF grains can either
support a particular AF order or they can switch

between two possible states; the former is asso-
ciated with reversible, and the latter with hystere-
tic, behavior.

4. Summary and discussion

The challenge posed by the EB phenomenon has
generated the vigorous activity described in the
preceding sections. It is apparent that the effort to
probe the EB phenomenon experimentally, and to
understand it theoretically, has truly flourished
during the last few years. As is often the case, the
simple systems, that are more amenable to be
grasped by theory (e.g. atomically ordered epitaxi-
ally grown bilayers), are less relevant for techno-
logical applications, since polycrystalline thin film
multilayers are the ones routinely employed in
actual devices. However, the insight derived from
the understanding of simple systems may well
prove transferable to more complex cases.
As discussed in Section 2, at present, the major

obstacle in the path to a full understanding of EB
is the knowledge of the crystallographic and
magnetic structure in the vicinity of the F/AF
interface. Thus, interface sensitive experimental
probes, like the recently published work of Nolting
et al. [69] and Matsuyama et al. [70], as well as the
grazing angle neutron scattering experiments by
Ball et al. [15] and Fitzsimmons et al. [32], provide
important clues to improving our understanding
of the phenomenon.
Besides the above uncertainties, theorists also

have to deal properly with the intrinsically
complex and subtle mechanisms involved in EB.
For example, it took more than four decades from
the discovery of EB by Meiklejohn and Bean [1] to
the realization by Koon [41] that the F bulk
magnetization is orthogonal to the AF sublattice
magnetic moments. To order zero (perfectly
ordered magnetic and crystal bulk structures all
the way up to the interface) the collinear and
orthogonal configurations require the same en-
ergy. In other words, the energy cost of the
collinear configuration (one half of the interface
magnetic moments that are frustrated) is the same
as for perpendicular ordering (all the interface
moments that are half-frustrated). It is only when
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canting in the vicinity of the interface is incorpo-
rated in the calculation that the perpendicular
ordering proves to be more favorable. Thus, the
contribution by Koon is important, in spite of the
fact that the model [41] fails to yield HEa0: It is
worth mentioning that the orthogonal configura-
tion was confirmed experimentally by Moran et al.
[28] and Ijiri et al. [29].
In addition, as outlined in Section 1, there are

many systems that exhibit EB and it is quite likely
that no single theory will be able to properly fit
and describe all of them. In fact, it might well
be that each, or at least some, of the assumptions
advanced on the interface structure apply to
different classes of systems. The relative strength
of the anisotropy parameters KF; KF=AF and
KAF is also an important physical quantity in
determining which theory is applicable to which
system.
Thus, at this point it seems adequate to make a

critical evaluation of where we stand, in terms of
the list of requirements specified in Section 1, for a
sound theory of EB. I will go through them point
by point: (1) as far as the essential issue of
establishing a mechanism free of ad hoc assump-
tions on the interface structure that yields unidirec-
tional anisotropy, it is clear that there is a long
way to go before that goal is achieved; (2) based on
the several models put forward for the crystal-
lographic and magnetic structure of the interface,
reasonable values of HE and Hc have been
obtained. Also, the dependence of HE on Hcf has
been derived, but is less than the temperature
dependence of these quantities [35–40,42–50]; (3)
on the basis of the orthogonal interface spin
arrangement, the rationale for the large HE values
that compensated AF interfaces exhibit are now
on reasonably firm ground [42–47]; (4–7) on the
contrary, the relation between interface roughness
and EB remains a mystery to theory, as well as the
memory effect and its relation to the blocking
temperature, the training effect and the asymmetry
of the hysteresis loop.
In conclusion, the abundant new experimental

information and the refined theories put forward
during the last 5 years have allowed investigators
to make significant headway in the description,
understanding and technological use of the ex-

change bias phenomenon, but it is equally clear
that many important issues remain open.
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